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Abstract: In this paper a flexible smart wing is presented. The aileron wing with aileron was tested in 
the INCAS Subsonic Wind Tunnel with the aim of flutter mitigation and vibrations attenuation. The work 
takes over some of the results of the active anti-flutter control tests performed in the wind tunnel based 
on the receptance method. More specifically, the mathematical models in the time domain, necessary 
for the synthesis of control laws, are obtained from experimentally identified transfer functions. The 
main part of the paper presents the synthesis and analysis of the robustness of the control laws LQG, 
LQG/LTR, 𝐻𝐻∞ standard and 𝐻𝐻∞ robust from which the optimal solution will be chosen in a later work 
for the active vibration control tests on this smart wing model. 

Key Words: smart wing, robust active control, 𝐻𝐻∞ synthesis, Linear Quadratic Gaussian (LQG) 
synthesis, LQG/LTR (Loop Transfer Recovery) synthesis, flutter mitigation, vibrations attenuation 

1. INTRODUCTION 
The application of green technology in aviation requires, among other things, the achievement 
of light and flexible aircraft, see https://www.tandemaerodays19-20.eu/presentations/. A 
dialectics of opposites shows however that having a flexible and light aircraft from the 
perspective of green aviation requirements unfortunately means having a vulnerability in terms 
of the aircraft's sensitivity to structural vibration regimes and harmfully dynamic stresses. The 
vibrations, getting more dangerous as they increase in intensity and duration, reach a disastrous 
level that causes the structure to break. From a mechanical point of view, this occurs when the 
aerodynamic, elastic, and inertial forces are not balanced, the structure entering a region of 
dynamic aero (servo) elastic instability characterized by self-sustained oscillations whose 
amplitudes increase rapidly. This destructive phenomenon is called flutter. 

There is also a risk that cannot be neglected, that of flutter triggering if the impedance 
(alike called “dynamic stiffness”) of the hydraulic servomechanism in the control chain has a 
negative damping [1-3]. The aeroservoelastic compatibility of the hydraulic servomechanism 
used in the primary flight controls of the aircraft IAR-93 Eagle was analysed, based on the 
hydraulic servomechanism impedance concept in [4]. The result of the analysis highlighted a 
negative dynamic stiffness of the servomechanism retrieved from aircraft MIG 21 out of use, 
so the report gave a negative vote on its aeroservoelastic compatibility in the control chain of 
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the aircraft being designed and built. Sadly, this result was ignored by the decision makers 
from that time, given the lack of specific requirements about impedance in the Aviation 
Publication (AvP) 970 dated 1959. On November 24 1977, an IAR-93 Eagle ground attack 
and tactical reconnaissance aircraft crashed as a result of the left elevator broke off due to 
flutter (see https://en.wikipedia.org/wiki/IAR-93_Vultur). (As an irony of fate, the 
requirement on the positive dynamic stiffness of the impedance function of the hydraulic 
servomechanisms from the primary flight controls has been introduced, a few years later, in 
the updated version of that Regulation). That catastrophe of 1977 eventually led to the 
replacement of the initial hydraulic servomechanisms of the flight controls, which were 
improper from an aeroservoelastic point of view, with hydraulic servomechanisms 
manufactured in collaboration with the Dowty Group (https://en.wikipedia.org/ 
wiki/Dowty_Group). 

There is a large bibliography regarding the active control of the vibrations and flutter of 
the aircraft in general, the influence of servo actuators, the gust loads and gust loads 
alleviation, the active control techniques, the programs and tests in the wind tunnel, etc. An 
exceptional state of the art and technology in this field gives us the paper [5], which the 
interested reader can confidently appeal to. From there we learned that “the first active flutter 
suppression system to fly on a production airplane was probably that of the F-18” [6], being 
in fact a Limit-Cycle Oscillation control system. Since then, from 1985 until today, research 
and applications of active control have continued, with new approaches and achievements. 

This paper is an intermediate stage in a slightly larger research on the development of an 
active vibration control demonstrator – a wing with aileron – tested in the Wind Tunnel (WT). 
A first stage already completed was the conception of a piezoelectric actuator and the 
application of the receptance method, which has two components: the experimental 
identification of the mathematical model of the wing and the synthesis of control [7-10]. The 
tests in INCAS subsonic WT [8-11] showed a significant attenuation of the vibrations, thus 
validating the receptance method. In this context, the subject of research in the present paper 
is a rather theoretical study, preparatory for a later stage of testing in WT, namely the 
development and verification by numerical simulation of some robust control laws. 

Therefore, Section 2 presents a review of some robust control laws − LQG/LTR and 𝐻𝐻∞ 
Robust control laws are validated by numerical simulations in Section 3, which also contains 
some conclusions on the analysed methodology. 

2. REVIEW OF SOME ROBUST ACTIVE CONTROL LAWS FOR 
VIBRATIONS ATTENUATION 

2.1 Experimental identification of structural mathematical model of the wing 

Counteracting vibrations and flutter is a priority in aeroservoelasticity studies. The servo 
actuators, whether those of flight controls, or special implemented servo actuators, are directly 
involved in vibration and flutter “management”. As mentioned in the previous chapter, a 
piezoelectric V-stack servoactuator was developed to drive the aileron of the wing model [10]. 
The piezoelectric stacks were chosen due to their advantages like small size and large 
bandwidth (Figure 1). 

The disadvantage of piezo stacks low strokes was compensated by the kinematics choice 
[10]. In this way, a maximum stroke of 148.8 μm of the piezo stack was increased at about 
1300 μm at the point of application of a 460 N active force to a first-order lever that defines 
the aileron with its deflection. 

https://en.wikipedia.org/wiki/IAR-93_Vultur
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The wing model was specially designed to create a realistic, elastic wing, unlike most 
rigid models with external springs simulating elasticity, as found in literature [12-13]. 

 

 
 

 
Figure 1 – From left to right: wing with aileron, piezoactuator and two accelerometers; wing in WT 

The demonstrator, consisting of the wing with aileron and piezo actuator, was set-up in 
the subsonic WT for tests at several air velocities with the purpose of flutter speed 
identification in the absence of a control law. The results indicated that the flutter speed was 
41 m/s and the flutter frequency was 5.8 Hz. The natural frequencies of the specimen were 
measured in the Mechatronics Laboratory of INCAS: 5.865 Hz (bending), 14.463 Hz (torsion), 
23.137 Hz, 41.850 Hz, 49.413 Hz [8-9]. 

Two problems must be solved in the case of the control law synthesis: that of mathematical 
modelling of the controlled system and that of compatibility between a mathematical 
methodology intended to be used for control law synthesis and the mathematical model to 
which this methodology is applied [14]. If necessary, the second problem is usually solved by 
adapting the mathematical model, benefiting from its flexibility. For mathematical modelling 
of the system, the conventional approach follows an analytical path, [15] or a numerical one, 
by using finite element method (FEM) [16-18]. This time, the determination of a structural 
mathematical model was performed by online identification, considered more secure than any 
analytical or FEM approach, especially in this particular case of the wing having an atypical 
longeron. Therefore, the receptance method for the active control synthesis was used [7-10]. 
From the receptance method, we retain the experimental identification procedure that we detail 
here. Briefly described, the active control law synthesis requires the identification of the open 
loop transfer functions, 𝐻𝐻𝑦𝑦𝑖𝑖𝑢𝑢(𝑠𝑠),  𝑖𝑖 = 1, 2, from a chirp signal applied to the piezo actuator to 
the two accelerometers placed on the wing (Figure 1, on the right), the first located near the 
leading edge and the second located near the wing axis. The identification procedure takes 
place in the mounting set-up shown in Figure 1 on the right, at some air speeds, and is 
sequentially carried out as follows: a) a chirp signal δ𝑐𝑐(𝑡𝑡) is applied to the piezoactuator; the 
signal has constant amplitude (corresponding to an expected angular aileron displacement, for 
example 2 degrees, 4 degrees, etc.) and linearly variable frequency in time in the band [0 Hz; 
60 Hz], which sufficiently covers the interest field of the first two modal frequencies of the 
wing (this is because we took only the first two frequencies as the objective of the vibration 
damping process); b) the normal acceleration signal at the wing surface is integrated twice to 
obtain the displacements 𝑦𝑦𝑖𝑖(𝑡𝑡); the accelerometers are mounted on the wing so as to react to 
bending and torsional movements corresponding to the first three modes of vibration, 
respectively; 



Ioan URSU, Adrian TOADER, Daniela ENCIU, George TECUCEANU 212 
 

INCAS BULLETIN, Volume 14, Issue 1/ 2022 

c) the experimental frequency response, defined by the �𝐻𝐻𝑦𝑦𝑖𝑖δc,𝐞𝐞𝐞𝐞𝐞𝐞�𝑖𝑖ωj��, 𝑖𝑖 = 1,2 ‒ attenuation-
frequency characteristics, and arctan �Im �𝐻𝐻𝑦𝑦𝑖𝑖δ𝑐𝑐,𝐞𝐞𝐞𝐞𝐞𝐞�𝑖𝑖ωj�/ Re �𝐻𝐻𝑦𝑦𝑖𝑖δc,𝐞𝐞𝐞𝐞𝐞𝐞�𝑖𝑖ωj���� , 𝑖𝑖 = 1,2 ‒ 
phase-frequency characteristics, 𝑗𝑗 = 1, . . . ,𝑀𝑀, 𝑖𝑖 = √−1, associated with the transfer function 
𝐻𝐻𝑦𝑦𝛿𝛿𝑐𝑐;𝑒𝑒𝑒𝑒𝑒𝑒(𝑖𝑖ω) is estimated; the latter is obtained by comparing (dividing) the Fast Fourier 
Transform (FFT) of the two experimental time signals 𝑦𝑦(𝑡𝑡) and δ𝑐𝑐(𝑡𝑡); therefore, 
𝐻𝐻𝑦𝑦𝑖𝑖δc;𝐞𝐞𝐞𝐞𝐞𝐞(𝑖𝑖ω), 𝑖𝑖 = 1,2 consists of a sequence of complex numbers, of length M, indexed with 
values of the circular frequencies ωj; d) a convenient approximation of this response by 
rational transfer functions is sought (i.e., a ratio of two polynomials in the complex variable 
𝑠𝑠 = iω), 𝐻𝐻𝑦𝑦𝑖𝑖𝛿𝛿𝑐𝑐;𝐢𝐢𝐢𝐢𝐢𝐢(𝑖𝑖ω) ≅ 𝐻𝐻𝑦𝑦𝑖𝑖δc;exp(𝑖𝑖ω); for this purpose, functions from the MATLAB System 
Identification Toolbox are available.  

Four air velocities were chosen: V1 = 15 m/s; V2 = 20 m/s; V3 = 25 m/s; V4 = 30 m/s. The 
number of poles and zeros corresponding to the four air velocities in WT (see Table 1) were 
determined using MATLAB so that the frequency responses 𝐻𝐻𝑦𝑦𝑖𝑖𝑢𝑢(𝑖𝑖ω) approximates the 
experimental ones, as well as possible. Since the control synthesis aimed at attenuating the 
first vibration mode, only the transfer functions 𝐻𝐻𝑦𝑦1𝑢𝑢(𝑖𝑖ω) were used. 

State space realizations �𝑨𝑨�,𝑩𝑩�2,𝑪𝑪�2, 0� were obtained using the MATLAB subroutine tf2ss, 
for each of the four transfer functions. Further processing was done to bring the state matrix 
to the modal form: 

𝑨𝑨 = �
𝟎𝟎3×3 𝐈𝐈3

𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅�−ω𝑖𝑖
2� 𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅�−2ζ𝑖𝑖ω𝑖𝑖�

� ,  𝑖𝑖 = 1,3. (1) 

Obviously, the equivalent input-to-state matrix 𝑩𝑩2 and state-to-output matrix 𝑪𝑪2 =
[1 1 1 0 0 0] are obtained. Thus, the synthesis of the control laws starts from the four 
triplets of matrices(𝑨𝑨,𝑩𝑩2,𝑪𝑪2). 

Table 1 – Transfer function 𝐻𝐻𝑦𝑦1𝑢𝑢(𝑖𝑖ω) for various air velocities 

Air velocity [m/s] Poles Zeros Frequency 𝛚𝛚𝒊𝒊 [Hz] Damping ratio 𝛇𝛇𝒊𝒊 

15 
-0.74 ± 36.74i 
-6.21± 95.39i 
-51.85 ± 178.36i 

4602.5 
111.5 
-28.9 ± 48.3i 

5.85 
15.21 
29.56 

0.02 
0.07 
0.28 

20 
-1.13 ±37.19i 
-7.70 ± 95.46i 
-80.95 ± 202.83i 

294.2 
159.75 
-31.65 ± 51.2i 

5.92 
15.24 
34.76 

0.03 
0.08 
0.37 

25 
-1.34 ± 37.55i 
-10.63 ± 94.90i 
-59.80 ± 184.28i 

-3064.4 
99.4 
63.4 ± 53.7i 

5.98 
15.20 
30.83 

0.03 
0.11 
0.31 

30 
-1.69 ± 37.73i 
-13.92 ± 93.95i 
-81.45 ± 216.13i 

1643.3 
-407.6 
126.6; -58.3 

6.01 
15.12 
36.76 

0.05 
0.15 
0.35 

2.2 Robust active control laws 
For the synthesis of the control laws, the robust techniques LQG/LTR and 𝐻𝐻∞ were chosen for 
two reasons: firstly, to highlight in applications the increase of vibration attenuation 
performance compared to LQG and standard 𝐻𝐻∞ techniques, respectively, and secondly, to 
compare them with each other, see also works [17], [18]. 

Standard LQG control synthesis 
The matrix 𝑨𝑨 (1) is associated with second order structural models: 
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𝒒̈𝒒 + 𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅�2ζ𝑖𝑖ω𝑖𝑖�𝒒̇𝒒 + 𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅(ω𝑖𝑖
2)𝒒𝒒 = 𝑩𝑩1ξ + 𝑩𝑩2𝑢𝑢 (2) 

for 𝑖𝑖 = 1,2,3, in which a Gaussian component 𝑩𝑩1ξ of the aerodynamic turbulence perturbation 
was considered. These models were used as a basis for the control laws synthesis in the 
framework of LQG standard optimal problem [19]: 

𝒙̇𝒙(𝑡𝑡) = 𝑨𝑨𝑨𝑨(𝑡𝑡) + 𝑩𝑩1ξ(𝑡𝑡) + 𝑩𝑩2(𝑡𝑡)𝑢𝑢(𝑡𝑡);  𝑧𝑧(𝑡𝑡) = 𝑪𝑪1𝒙𝒙(𝑡𝑡),𝑦𝑦(𝑡𝑡) = 𝑪𝑪2𝒙𝒙(𝑡𝑡) + μη(𝑡𝑡) (3) 

where 𝒙𝒙(𝑡𝑡) is the state, 𝑧𝑧(𝑡𝑡) is the quality output, with 𝑪𝑪1 = 𝑪𝑪2, 𝑦𝑦(𝑡𝑡) is the measured output, 
and 𝑢𝑢(𝑡𝑡) is the control input. The state vector is given by the displacements and velocities of 
the three modes highlighted in (1): 

𝒙𝒙(𝑡𝑡) = (𝑞𝑞3 ,𝑞𝑞2 ,𝑞𝑞1 , 𝑞̇𝑞3 , 𝑞̇𝑞2 , 𝑞̇𝑞1 )T. (4) 

ξ(𝑡𝑡) and η(𝑡𝑡) are white noises on state and measured output, 𝑩𝑩1 = 𝑩𝑩2  respectively, since 
noise and control are considered to operate at the same point in the system. The exponent “T” 
stands for the transpose of a matrix or vector. The objective is to find the control law 𝑢𝑢(𝑡𝑡) 
which stabilizes the system (3) and minimizes the cost function. 

𝐽𝐽𝐿𝐿𝐿𝐿𝐿𝐿 = 𝑙𝑙𝑙𝑙𝑙𝑙
𝑇𝑇→∞

E �� [𝒙𝒙(𝑡𝑡)T 𝑢𝑢(𝑡𝑡)T] �𝑸𝑸 0
0 𝑅𝑅�

𝑇𝑇

0
�𝒙𝒙(𝑡𝑡)
𝑢𝑢(𝑡𝑡)� 𝑑𝑑𝑑𝑑� (5) 

with 𝑸𝑸 = 𝑪𝑪1T𝑸𝑸𝐽𝐽𝑪𝑪1. 𝑸𝑸𝐽𝐽 and 𝑅𝑅 are weights and herein 𝑅𝑅 is scalar. Cost function is thought as a 
trade-off between the quality output 𝑧𝑧(𝑡𝑡) and control 𝑢𝑢(𝑡𝑡) trade-off, thus ensuring an active 
realistic vibration mitigation. The solution refers to the development of a controller and a state-
estimator, e.g., a Kalman filter [20]. The state estimator is described by: 

𝒙𝒙�̇ = 𝑨𝑨𝒙𝒙�(𝑡𝑡) +𝑩𝑩2𝑢𝑢 + 𝑲𝑲𝑓𝑓�𝑦𝑦(𝑡𝑡) − 𝑪𝑪2𝒙𝒙�(𝑡𝑡)�. (6) 

The controller is given by: 

𝑢𝑢(𝑡𝑡) = −𝑲𝑲𝑅𝑅𝒙𝒙�(𝑡𝑡). (7) 

The LQG control is obtained by solving the decoupled algebraic Riccati equations 

𝑨𝑨T𝑷𝑷+ 𝑷𝑷𝑷𝑷− 𝑷𝑷𝑩𝑩2𝑅𝑅−1𝑩𝑩2
T𝑷𝑷+ 𝑪𝑪1T𝑸𝑸𝐽𝐽𝑪𝑪1 = 0,𝑨𝑨𝑨𝑨 + 𝑺𝑺𝑨𝑨T − 𝑺𝑺𝑪𝑪2T𝑄𝑄𝜂𝜂−1𝑪𝑪2𝑺𝑺+ 𝑩𝑩1𝑄𝑄𝜉𝜉𝑩𝑩1T = 0 (8) 

with the noise matrices 𝑄𝑄ξ and 𝑄𝑄η described by: 

E ��ξ
(𝑡𝑡)

η(𝑡𝑡)� [ξ(𝑡𝑡) η(𝑡𝑡)]� = �
𝑄𝑄ξ 0
0 𝑄𝑄η

� δ(𝑡𝑡 − 𝜏𝜏) (9) 

where δ(𝑡𝑡 − τ) is the Dirac distribution. Substituting the controller (7) in the first equation (3) 
and in (6), we obtain the closed loop system: 

𝒙̇𝒙(𝑡𝑡) = 𝑨𝑨𝑨𝑨(𝑡𝑡) +𝑩𝑩1ξ(𝑡𝑡) −𝑩𝑩2𝑲𝑲𝑅𝑅𝒙𝒙�(𝑡𝑡) 
𝒙𝒙�̇(𝑡𝑡) = 𝑲𝑲𝑓𝑓𝐶𝐶2𝑥𝑥(𝑡𝑡) +𝑲𝑲𝑓𝑓μ𝑰𝑰η(𝑡𝑡) + �𝑨𝑨2 − 𝑩𝑩2𝑲𝑲𝑅𝑅 − 𝑲𝑲𝑓𝑓𝑪𝑪2�𝒙𝒙�(𝑡𝑡) 

(10) 

𝑲𝑲𝑅𝑅 and 𝑲𝑲𝑓𝑓 are given by the solutions of the Riccati equations (8): 

𝑲𝑲𝑅𝑅 = 𝑅𝑅−1𝑩𝑩𝟐𝟐T𝑷𝑷 , 𝑲𝑲𝑓𝑓 = 𝑺𝑺𝑪𝑪2T𝑄𝑄𝜂𝜂−1 . (11) 

LQG/LTR control synthesis 
In our opinion, the most remarkable achievement in a history of over 80 years of control 
science is the LQG synthesis since it provides an elegant and realistic control synthesis, being 
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based on a state estimator, in comparison with the unrealistic LQR (Linear Quadratic 
Regulator) synthesis, which is based on the illusory knowledge of all the states of the system. 
Unfortunately, the LQG synthesis is not perfect either, as it does not ensure the robustness of 
the solution, as does the LQR synthesis [21]. However, this shortcoming was solved within 
the LQG/LTR synthesis. The mechanism of the LQG/LTR technique is described by some 
interesting results given in [22]. 

Proposition 1. The effect of Kalman filter is the same with the effect of LQR control (with 
complete state feedback) if the following relation holds: 

𝑲𝑲𝑓𝑓�𝑰𝑰 + 𝑪𝑪2(𝑠𝑠𝑰𝑰 − 𝑨𝑨)𝑲𝑲𝑓𝑓�
−1 = 𝑩𝑩2[𝑪𝑪2(𝑠𝑠𝑰𝑰 − 𝑨𝑨)−1𝑩𝑩2]−1. (12) 

Therefore, (12) is the condition of LQR robustness survival in the LQG control. 
Proposition 2. If the Kalman filter gain, parameterized with 𝑞𝑞 > 0 has an asymptotic 

behaviour 𝑲𝑲𝑓𝑓(𝑞𝑞)/𝑞𝑞 → 𝑩𝑩𝟐𝟐𝑾𝑾 when 𝑞𝑞 → ∞, 𝑾𝑾 being a non-singular matrix, then the relation 
(12) holds asymptotically. Such a behaviour can be performed, in the case of a minimum phase 
system (𝑪𝑪2,𝑨𝑨,𝑩𝑩2), if in the second equation (8) 𝑩𝑩1𝑄𝑄ξ𝑩𝑩1T is substituted by 𝑩𝑩1𝑄𝑄ξ𝑩𝑩1T +
𝑞𝑞2𝜝𝜝2𝑄𝑄𝑽𝑽𝑩𝑩2T with 𝑽𝑽 > 0 a symmetrical matrix.  

Definition 1. The transmission zeros of the system𝒙̇𝒙(𝑡𝑡) = 𝑨𝑨𝑨𝑨(𝑡𝑡) + 𝑩𝑩2𝒖𝒖(𝑡𝑡), 𝒚𝒚(𝑡𝑡) =
𝑪𝑪2𝒙𝒙(𝑡𝑡), 𝒙𝒙 ∈ ℝ𝑛𝑛, 𝒖𝒖 ∈ ℝ𝑝𝑝, 𝒚𝒚 ∈ ℝ𝑙𝑙 are complex numbers 0s  that satisfy inequality 

rank �𝑨𝑨 − 𝑠𝑠0𝑰𝑰 𝑩𝑩2
𝑪𝑪2 𝟎𝟎 � < 𝑛𝑛 + min(𝑝𝑝, 𝑙𝑙). 

The given definition assumes that the system(𝑨𝑨,𝑩𝑩2,𝑪𝑪2, 0) is not degenerate [23]. 
Definition 2. System (𝑨𝑨,𝑩𝑩2,𝑪𝑪2,𝟎𝟎) is of minimum phase if its transfer matrix 𝑮𝑮(𝑠𝑠): =

𝒚𝒚(𝑠𝑠)
𝒖𝒖(𝑠𝑠)

= 𝑪𝑪2(𝑠𝑠𝑰𝑰 − 𝑨𝑨)−1𝑩𝑩2 has all zeros in the open left half-plane [24, 25]. 

Transfer functions 𝒖𝒖′(𝑠𝑠) 𝒖𝒖(𝑠𝑠)⁄  for cases LQR and LQR/LTR, respectively, are used in 
Section 3 

𝒙̇𝒙 = 𝑨𝑨𝑨𝑨 + 𝑩𝑩2𝒖𝒖; 𝒖𝒖′ = −𝑲𝑲𝑅𝑅𝒙𝒙; 𝑯𝑯LQR(𝑠𝑠) =  𝒖𝒖′(𝑠𝑠) 𝒖𝒖(𝑠𝑠)⁄ = −𝑲𝑲𝑅𝑅(𝑠𝑠𝑰𝑰 − 𝑨𝑨)−1𝑩𝑩2 
𝒙𝒙�̇ = �𝑨𝑨 − 𝑩𝑩2𝑲𝑲𝑅𝑅 − 𝑲𝑲𝑓𝑓𝑪𝑪2�𝒙𝒙� + 𝑲𝑲𝑓𝑓𝑪𝑪2𝒙𝒙 ⇒ 𝒙𝒙�(𝑠𝑠) = �𝑠𝑠𝑰𝑰 − �𝑨𝑨 − 𝑩𝑩2𝑲𝑲𝑅𝑅 − 𝑲𝑲𝑓𝑓𝑪𝑪2��

−1𝑲𝑲𝑓𝑓𝑪𝑪2𝒙𝒙 
𝒙̇𝒙 = 𝑨𝑨𝑨𝑨 + 𝑩𝑩2𝒖𝒖 ⇒ 𝒙𝒙(𝑠𝑠) = (𝑠𝑠𝑰𝑰 − 𝑨𝑨)−1𝑩𝑩2𝒖𝒖;   

 𝒙𝒙�(𝑠𝑠) = �𝑠𝑠𝑰𝑰 − �𝑨𝑨 − 𝑩𝑩𝑲𝑲𝑅𝑅 − 𝑲𝑲𝑓𝑓𝑪𝑪2��
−1𝑲𝑲𝑓𝑓𝑪𝑪2(𝑠𝑠𝑰𝑰 − 𝑨𝑨)−1𝑩𝑩2𝒖𝒖 

𝒖𝒖′ = −𝑲𝑲𝑅𝑅𝒙𝒙� = −𝑲𝑲𝑅𝑅�𝑠𝑠𝑰𝑰 − �𝑨𝑨 − 𝑩𝑩2𝑲𝑲𝑅𝑅 − 𝑲𝑲𝑓𝑓𝑪𝑪2��
−1𝑲𝑲𝑓𝑓𝑪𝑪2(𝑠𝑠𝑰𝑰 − 𝑨𝑨)−1𝑩𝑩2𝒖𝒖 

𝑯𝑯LQG/LTR(𝑠𝑠) = 𝒖𝒖′(𝒔𝒔) 𝒖𝒖(𝒔𝒔)⁄ = −𝑲𝑲𝑅𝑅�𝑠𝑠𝑰𝑰 − �𝑨𝑨 − 𝑩𝑩2𝑲𝑲𝑅𝑅 − 𝑲𝑲𝑓𝑓𝑪𝑪2��
−1𝑲𝑲𝑓𝑓𝑪𝑪2(𝑠𝑠𝑰𝑰 − 𝑨𝑨)−1𝑩𝑩2. 

Another approach of the LQG/LTR technique is that of using the matrices 𝑩𝑩1,𝑪𝑪1 and the 
scalars µ  and ρ  as free parameters in an 𝐻𝐻∞-trade-off in which points of interest are the 
robustness of stability and robustness of performance, characterized by the special functions 
of sensitivity 𝑺𝑺(𝑠𝑠) and complementary sensitivity 𝑻𝑻(𝑠𝑠) related to Kalman filter gain [26-28]  

𝑺𝑺(𝑠𝑠) = �𝑰𝑰 + 𝑮𝑮(𝑠𝑠)𝑲𝑲𝑓𝑓(𝑠𝑠)�−1, 𝑻𝑻(𝑠𝑠) = 𝑮𝑮(𝑠𝑠)𝑲𝑲𝑓𝑓(𝑠𝑠)𝑺𝑺(𝑠𝑠). (13) 

The relevance of these functions derives from the following frequency domain 
requirements: a) 𝑺𝑺(𝑠𝑠) must be small whenever output perturbations are large and b) 𝑻𝑻(𝑠𝑠) must 
be small whenever model errors are large. 

Standard 𝐻𝐻∞ synthesis 
Consider the system described in the usual form of the 𝐻𝐻∞ synthesis [28]: 

𝒙̇𝒙 = 𝑨𝑨𝑨𝑨 + 𝑩𝑩1𝒘𝒘 + 𝑩𝑩2𝒖𝒖;  𝒛𝒛 = 𝑪𝑪1𝒙𝒙 + 𝑫𝑫11𝒘𝒘 + 𝑫𝑫12𝒖𝒖;  𝒚𝒚 = 𝑪𝑪2𝒙𝒙 + 𝑫𝑫21𝒘𝒘 + 𝑫𝑫22𝒖𝒖; 
𝒙̇̑𝒙 = 𝑨̑𝑨𝒙̑𝒙 + 𝑩̑𝑩𝒚𝒚;  𝒖𝒖 = 𝑪̑𝑪𝒙̑𝒙 + 𝑫̑𝑫𝒚𝒚 

(14) 
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where 𝒙𝒙 ∈ ℝ𝑛𝑛,  𝒘𝒘 ∈ ℝ𝑚𝑚1 ,  𝒖𝒖 ∈ ℝ𝑚𝑚2 ,  𝒛𝒛 ∈ ℝ𝑝𝑝1 ,  𝒚𝒚 ∈ ℝ𝑝𝑝2 . The left side system represents the 
plant, and the right one gives the 𝐻𝐻∞ controller. Consider the representation of transfer matrix 
type associated to the nominal system 

�
𝒛𝒛
𝐲𝐲� = �𝑷𝑷11 𝑷𝑷12

𝑷𝑷21 𝑷𝑷22
� �𝒘𝒘𝒖𝒖�. (15) 

To apply 𝐻𝐻∞ control synthesis, it is necessary to verify that the open-loop plant satisfies 
several assumptions [28]: the pairs (𝑨𝑨,𝑩𝑩𝟐𝟐), �𝑨𝑨�,𝑩𝑩�� are stabilizable and (𝑪𝑪𝟐𝟐,𝑨𝑨), �𝑪𝑪�,𝑨𝑨�� are 

detectable; 𝑫𝑫11
T [𝑪𝑪1 𝑫𝑫12] = [𝟎𝟎 𝑰𝑰];   � 𝑩𝑩1𝑫𝑫21

�𝑫𝑫21
T = �𝟎𝟎𝑰𝑰�; rank�𝑷𝑷12(𝑖𝑖ω)� = 𝑚𝑚2, 𝑫𝑫11 =

𝑫𝑫22 = 𝟎𝟎, rank�𝑷𝑷21(𝑖𝑖ω)� = 𝑝𝑝2, ∀ω ∈ ℝ.  
Taking into account the experimental set-up presented in Figure 2, we have the following 

set of matrices and variables to approach a 𝐻𝐻∞ synthesis with static weights 

𝑪𝑪1 ≔ �𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅�𝑞𝑞𝑧𝑧𝑖𝑖� 𝟎𝟎3×3

𝟎𝟎1×3 𝟎𝟎1×3
� ; 𝑪𝑪2 ≔ [1 1 1 0 0 0]; 𝑩𝑩1 ≔ �𝑘𝑘ξ𝑩𝑩�1 𝟎𝟎6×1�; 𝑩𝑩�1 ≔ 𝑩𝑩2; 

𝑫𝑫11: = [𝟎𝟎4×2]; 𝑫𝑫12: = �𝟎𝟎3×1
𝑟𝑟𝑢𝑢

� ; 𝑫𝑫21: = [0 𝜇𝜇𝜂𝜂]; 𝑫𝑫22: = [0], 
(16) 

where 𝒙𝒙 ∈ ℝ6 is the state vector, 𝒛𝒛 ∈ ℝ4 represents the quality output, 𝑦𝑦 ∈ ℝ1 is the 
measurement output, 𝒘𝒘 = (ξ, η)T ∈ ℝ2 are the exogenous disturbances on state 𝒙𝒙 and on the 
measured output 𝑦𝑦, respectively. 𝒖𝒖 is the control vector. The constants 𝑞𝑞𝑧𝑧𝑖𝑖 ,  𝑖𝑖 = 1,3, are 
weights on state 𝑧𝑧, 𝑟𝑟𝑢𝑢 is the weight on 𝑢𝑢, μη is the weight on the measurement disturbance η, 
and 𝑘𝑘ξ represents the weight on the state disturbance ξ. All weights are static. They can be 
developed as dynamics weights in an advanced scenario of robustness evaluation [29]. 

These equations characterize a MIMO (Multi-Input-Multi-Output) system, for which the 
statement of an 𝐻𝐻∞ control problem is the following: find a controller 𝑲𝑲(𝑠𝑠) such that 
‖𝑻𝑻𝑧𝑧𝑧𝑧(𝑠𝑠)‖∞ is minimized. In other words, the question is to find a controller 𝑲𝑲(𝑠𝑠) that 
internally stabilizes the closed-loop system and that, given γ > 0, satisfies the condition 
‖𝑻𝑻𝑧𝑧𝑧𝑧‖∞ ∶= sup

𝜔𝜔∈𝑅𝑅
𝜎𝜎�[𝑻𝑻𝑧𝑧𝑧𝑧(𝑗𝑗𝜔𝜔)] < 𝛾𝛾; in other words, infinite norm of a transfer matrix ‖𝑻𝑻(𝑗𝑗𝜔𝜔)‖∞ 

is defined as the supremum (minimal upper bound) of the largest singular value 𝜎𝜎� of its transfer 
matrix over the imaginary axis. A singular value of a matrix 𝑻𝑻(𝑗𝑗𝜔𝜔) is an eigenvalue of the 
matrix 𝑻𝑻T(−𝑗𝑗𝜔𝜔)𝑻𝑻(𝑗𝑗𝜔𝜔). A justification for the optimal 𝐻𝐻∞ control resides in the minimax 
nature of the problem, with the argument that minimizing the “peak” of the transfer 𝑤𝑤 → 𝑧𝑧 
necessarily renders the magnitude of 𝑻𝑻𝑧𝑧𝑧𝑧 small at all frequencies. Otherwise stated, 
minimizing the 𝐻𝐻∞-norm of a transfer function is equivalent to minimizing the energy in the 
output signal due to the inputs with the worst possible frequency distribution. This 
improvement of the “worst-case scenario” has a direct correspondent in the active vibration 
control problem and seems particularly attractive for light structures with embedded 
piezoelectric actuators. The compensator is given by 

𝒙𝒙�̇ = 𝑨𝑨�𝒙𝒙� − 𝒁𝒁𝒁𝒁𝒁𝒁,  𝒖𝒖 = 𝑭𝑭𝒙𝒙�, 
𝑨𝑨� = 𝑨𝑨 + γ−2𝑩𝑩1𝑩𝑩1T𝑿𝑿 + 𝑩𝑩2𝑭𝑭 + 𝒁𝒁𝒁𝒁𝑪𝑪2,𝑭𝑭 = −𝑩𝑩2

𝑇𝑇𝑿𝑿,  𝑳𝑳 = −𝒀𝒀𝑪𝑪2𝑇𝑇 ,  𝒁𝒁 = (𝑰𝑰 − γ−2𝒀𝒀𝒀𝒀)−1 
(17) 

with 𝑿𝑿,  𝒀𝒀 solutions of Riccati equations: 

𝑨𝑨𝑇𝑇𝑿𝑿+ 𝑿𝑿𝑿𝑿− 𝑿𝑿(𝑩𝑩2𝑩𝑩2
𝑇𝑇 − γ−2𝑩𝑩1𝑩𝑩1𝑇𝑇)𝑿𝑿+ 𝑪𝑪1𝑇𝑇𝑪𝑪1 = 0 

𝑨𝑨𝑨𝑨 + 𝒀𝒀𝑨𝑨𝑇𝑇 − 𝒀𝒀(𝑪𝑪2𝑇𝑇𝑪𝑪2 − γ−2𝑪𝑪1𝑇𝑇𝑪𝑪1)𝒀𝒀+ 𝑩𝑩1𝑩𝑩1𝑇𝑇 = 0. 
(18) 
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Robust 𝐻𝐻∞ synthesis 
As a robust 𝐻𝐻∞ synthesis, the technique of assimilating the uncertainties of the 

mathematical model with a fictitious output-input internal reaction, see [29], [30], [31], will 
be used. Consider again the fundamental system (14) with the state and transfer matrix 
representations 

�
𝒙̇𝒙
𝒛𝒛
𝒚𝒚
� = �

𝑨𝑨 𝑩𝑩1 𝑩𝑩2
𝑪𝑪1 𝑫𝑫11 𝑫𝑫12
𝑪𝑪2 𝑫𝑫21 𝑫𝑫22

� �
𝒙𝒙
𝒘𝒘
𝒖𝒖
� , �

𝒛𝒛
𝒚𝒚� = �𝑷𝑷11 𝑷𝑷12

𝑷𝑷21 𝑷𝑷22
� �𝒘𝒘𝒖𝒖� (19) 

The matrices are given by 

𝑨𝑨 = �
𝟎𝟎3×3 𝑰𝑰3

𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅(−ω𝑖𝑖
2) 𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅�−2ξ𝑖𝑖ω𝑖𝑖�

� ,  𝑖𝑖 = 1,3. 

𝑪𝑪1 ≔ �diag(𝑞𝑞𝑖𝑖) 𝟎𝟎3×3
𝟎𝟎1×3 𝟎𝟎1×3

� ; 𝑪𝑪2 ≔ [1 1 1 0 0 0]; 𝑩𝑩1 ≔ �𝑘𝑘ξ𝑩𝑩�1 𝟎𝟎6×1�; 𝑩𝑩�1 ≔ 𝑩𝑩2; 

𝑫𝑫11: = [𝟎𝟎4×2]; 𝑫𝑫12: = �𝟎𝟎3×1
𝑟𝑟𝑢𝑢

� ; 𝑫𝑫21: = �0 μη�; 𝑫𝑫22: = [0]; 

(20) 

Weights were taken from the standard 𝐻𝐻∞ synthesis. Consider the perturbed system: 

�
𝒙̇𝒙
𝒛𝒛
𝒚𝒚
� = ��

𝑨𝑨 𝑩𝑩1 𝑩𝑩2
𝑪𝑪1 𝑫𝑫11 𝑫𝑫12
𝑪𝑪2 𝑫𝑫21 𝑫𝑫22

�+ 𝜟𝜟� �
𝒙𝒙
𝒘𝒘
𝒖𝒖
� ; 𝜟𝜟:= �

𝜟𝜟𝜟𝜟 0 0
0 0 0
0 0 0

�. (21) 

Evaluating the values of the transfer functions from Table 1, it can be seen that the 
damping ratios are the most susceptible to uncertainty, being at the same time the most 
important for the oscillatory nature of the wing structure. In this situation, let introduce the 
factorization: 

𝜟𝜟𝜟𝜟 = −𝑴𝑴𝑥𝑥𝑬𝑬𝑵𝑵𝑥𝑥,  𝑬𝑬 = 𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅(δ𝑖𝑖),  𝑖𝑖 = 1,3. (22) 

Therefore, the perturbation δ𝑖𝑖 was introduced as ζ𝑖𝑖 → ζ𝑖𝑖 + δ𝑖𝑖 ,  𝑖𝑖 = 1,3, thus the matrix 𝜟𝜟𝑨𝑨 
has the following form: 

𝜟𝜟𝜟𝜟 = �
𝟎𝟎3×3 𝟎𝟎3×3
𝟎𝟎3×3 𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅�−2ζ𝑖𝑖δ𝑖𝑖�

� ,  𝑖𝑖 = 1,3. (23) 

The matrices 𝑴𝑴𝑥𝑥 ,  𝑬𝑬, 𝑵𝑵𝑥𝑥 are: 

𝑴𝑴𝑥𝑥 = �𝟎𝟎3×3
𝑰𝑰3

� ;  𝑬𝑬 = 𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅(δ𝑖𝑖); 𝑵𝑵𝑥𝑥 = [𝟎𝟎3×3 𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅(−2ω𝑖𝑖)],  𝑖𝑖 =  1,3. (24) 

New fictitious input and output, 𝒛𝒛� and 𝒘𝒘� , are introduced 

𝒛𝒛�: = 𝑵𝑵𝑥𝑥𝒙𝒙, 𝒘𝒘� = −𝑬𝑬𝒛𝒛� . (25) 

The system extended with state and transfer matrices is given by: 

�

𝒙̇𝒙
𝒛𝒛�
𝒛𝒛
𝒚𝒚

� = �

𝑨𝑨 𝑴𝑴𝑥𝑥 𝑩𝑩1 𝑩𝑩2
𝑵𝑵𝑥𝑥 𝟎𝟎3×3 𝟎𝟎3×2 𝟎𝟎3×1
𝑪𝑪1 𝟎𝟎4×3 𝑫𝑫11 𝑫𝑫12
𝑪𝑪2 𝟎𝟎1×3 𝑫𝑫21 𝑫𝑫22

� �

𝒙𝒙
𝒘𝒘�
𝒘𝒘
𝒖𝒖

� ; �
𝒛𝒛�
𝒛𝒛
𝒚𝒚
� = �

𝑮𝑮11 𝑮𝑮12 𝑮𝑮13
𝑮𝑮21 𝑮𝑮22 𝑮𝑮23
𝑮𝑮31 𝑮𝑮32 𝑮𝑮33

� �
𝒘𝒘�
𝒘𝒘
𝒖𝒖
�. (26) 

The new perturbed system, that contains the fictitious variables, is: 
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𝒙̇𝒙 = 𝑨𝑨𝑨𝑨 +𝑩𝑩1𝒘̑𝒘 +𝑩𝑩2𝒖𝒖; 𝒛̑𝒛 = 𝑪𝑪1𝒙𝒙+ 𝑫𝑫11𝒘̑𝒘+ 𝑫𝑫12𝒖𝒖,𝒚𝒚 = 𝑪𝑪2𝒙𝒙+ 𝑫𝑫21𝒘̑𝒘+ 𝑫𝑫22𝒖𝒖 (27) 

with the following notation: 

𝒛̑𝒛 = �𝒛𝒛�𝒛𝒛� ; 𝒘̑𝒘 = �𝒘𝒘�𝒘𝒘� ; 𝑪𝑪1 = �𝑵𝑵𝑥𝑥
𝑪𝑪1
� ;  

𝑫𝑫11 = �𝟎𝟎3×3 𝟎𝟎3×2
𝟎𝟎4×3 𝑫𝑫11

� ; 𝑫𝑫12 = �𝟎𝟎3×1
𝑫𝑫12

� ; 𝑫𝑫21 = [𝟎𝟎1×3 𝑫𝑫21];𝑩𝑩1 = [𝑴𝑴𝑥𝑥 𝑩𝑩1]. 
(28) 

After the synthesis of the compensator𝑲𝑲(𝑠𝑠), the closed loop transfer 𝒘̑𝒘 → 𝒛̑𝒛 is obtained as 𝒛̑𝒛 =

𝑻𝑻𝑧̑𝑧𝑤̑𝑤𝒘̑𝒘,𝑻𝑻𝑧̑𝑧𝑤̑𝑤 = �𝑻𝑻11 𝑻𝑻12
𝑻𝑻21 𝑻𝑻22

� with 

𝑻𝑻11 = 𝑮𝑮11 − 𝑮𝑮13𝑲𝑲(𝑰𝑰 + 𝑮𝑮33𝑲𝑲)−1𝑮𝑮31; 𝑻𝑻12 = 𝑮𝑮12 − 𝑮𝑮13𝑲𝑲(𝑰𝑰 + 𝑮𝑮33𝑲𝑲)−1𝑮𝑮32 
𝑻𝑻21 = 𝑮𝑮21 − 𝑮𝑮23𝑲𝑲(𝑰𝑰+ 𝑮𝑮33𝑲𝑲)−1𝑮𝑮31; 𝑻𝑻22 = 𝑮𝑮22 − 𝑮𝑮23𝑲𝑲(𝑰𝑰 + 𝑮𝑮33𝑲𝑲)−1𝑮𝑮32. 

(29) 

We must bear in mind that the actual transfer is  

𝑻𝑻𝑧𝑧𝑧𝑧 = 𝑻𝑻22 − 𝑻𝑻21𝑬𝑬(𝑰𝑰 + 𝑻𝑻11𝑬𝑬)−1𝑻𝑻12. (30) 
The following theorems [31] provide sufficient conditions for stability/performance 

robustness. 
Theorem 1 (stability robustness). If ‖𝑻𝑻11(𝑠𝑠)‖∞ < γ, then 𝑻𝑻𝑧𝑧𝑧𝑧(𝑠𝑠, α𝑬𝑬), ∀α ∈ [0,1], is 

stable for ‖𝑬𝑬‖ ≤ γ−1. 
Theorem 2 (performance robustness.) If ‖𝑻𝑻𝑧̑𝑧𝑤̑𝑤‖∞ < γ, then 𝑻𝑻𝑧𝑧𝑧𝑧(𝑠𝑠, α𝑬𝑬), ∀α ∈ [0,1], is 

stable and ‖𝑻𝑻𝑧𝑧𝑧𝑧(𝑠𝑠, α𝑬𝑬)‖∞ < γ, ∀α ∈ [0,1] and ‖𝑬𝑬‖ ≤ γ−1. 
The following theorem gives a robust 𝐻𝐻∞ suboptimal controller that satisfies the condition 

of Theorem 2. 
Theorem 3. Assume that (A1) (𝑨𝑨,𝑩𝑩2) is stabilizable and (𝑪𝑪2,𝑨𝑨) is detectable; (A2) 

𝑫𝑫12
T [𝐶𝐶1 𝑫𝑫12] = [𝟎𝟎 𝑰𝑰] and � 𝑩𝑩1𝑫𝑫21

�𝑫𝑫21
T = �𝟎𝟎𝑰𝑰�; (A3) rank�𝑷𝑷12(𝑖𝑖ω)� = 1, rank�𝑷𝑷21(𝑖𝑖ω)� =

1, ∀ω ∈ ℝ; (A4) 𝑫𝑫11 = 𝑫𝑫22 = 0. 
The internal stabilizing compensator that provides ‖𝑻𝑻𝑧̑𝑧𝑤̑𝑤‖∞ < γ exists if and only if the Riccati 
equations 

𝑨𝑨T𝑿𝑿+ 𝑿𝑿𝑿𝑿 − 𝑿𝑿�𝑩𝑩2𝑩𝑩2T − γ−2𝑩𝑩1𝑩𝑩1T�𝑿𝑿+ 𝑪𝑪1T𝑪𝑪1 = 0 
𝑨𝑨𝑨𝑨 + 𝒀𝒀𝑨𝑨T − 𝒀𝒀�𝑪𝑪2T𝑪𝑪2 − γ−2𝑪𝑪1T𝑪𝑪1�𝒀𝒀 + 𝑩𝑩1𝑩𝑩1T = 0 

(31) 

have symmetric, stabilizing solutions 𝑿𝑿 ≥ 0,  𝒀𝒀 ≥ 0 (i.e., 𝑨𝑨 − �𝑩𝑩2𝑩𝑩2
T − γ−2𝑩𝑩1𝑩𝑩1T�𝑿𝑿 and 𝑨𝑨 −

𝒀𝒀�𝑪𝑪2T𝑪𝑪2 − γ−2𝑪𝑪1T𝑪𝑪1� are stable matrices) and (𝑰𝑰 − γ−2𝒀𝒀𝒀𝒀)𝒀𝒀 ≥ 0. The compensator 
(suboptimal one), is given by: 

𝑲𝑲 = �𝑨𝑨� −𝒁𝒁𝒁𝒁
𝑭𝑭 0

� (32) 

with: 
𝑨𝑨�: = 𝑨𝑨 + γ−2𝑩𝑩1𝑩𝑩1T𝑿𝑿 + 𝑩𝑩2𝑭𝑭 + 𝒁𝒁𝒁𝒁𝑪𝑪2,  𝑭𝑭: = −𝑩𝑩1T𝑿𝑿,  𝑳𝑳: = −𝒀𝒀𝑪𝑪2T,  𝒁𝒁: = (𝑰𝑰 − γ−2𝒀𝒀𝒀𝒀)−1. (33) 

Remark. The assertion in Section 1 “The compatibility between a mathematical methodology 
intended to be used for control law synthesis and the mathematical model to which this 
methodology is applied” can be better understood if we refer only to Theorem 3, in which a 
set of constraints (A1) - (A4) conditions the application of the synthesis method to the 
mathematical model (19). 
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3. NUMERICAL ANALYSIS OF THE ROBUSTNESS PERFORMANCES OF 
THE COMPENSATORS AND CONCLUSIONS 

As was mentioned in the beginning of this paper, four air velocities in the WT were chosen 
for the experiment with the wing demonstrator for vibration attenuation, specifically for flutter 
mitigation: V1 = 15 m/s; V2 = 20 m/s; V3 = 25 m/s; V4 = 30 m/s. 

The numerical transfer functions 𝑢𝑢 → 𝑦𝑦1 for the four velocities were obtained by 
experimental identification and subsequently, by using the IDTOOL identification procedures 
in MATLAB/ Simulink, rational analytical expressions in frequency domain needed in the 
control synthesis were deduced. 

Finally, from the expressions in the frequency domain, the state realizations in time 
domain were derived. 

For example, for V4 = 30 m/s, the identified matrices are: 

𝑨𝑨 =

⎣
⎢
⎢
⎢
⎢
⎡

0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1

−1427 0 0 −3.38 0 0
0 −9021 0 0 −27.84 0
0 0 −53345 0 0 −162.9⎦

⎥
⎥
⎥
⎥
⎤

; 𝑩𝑩2 =

⎣
⎢
⎢
⎢
⎢
⎡

0.282
−0.231
−0.051
78.62

−176.62
103.2 ⎦

⎥
⎥
⎥
⎥
⎤

 (34) 

The control law strategy was thought as follows: choose the law associated with a 
velocity, namely velocity V2, and test its robustness when applied in the context of velocities 
V1, V3, V4. 

Any other combination can be analysed, in principle, for a possible optimization. 

Analysis of the system with LQG and LQG/LTR compensators 
The LQG active control and some illustrative numerical simulations are based on relations (3)-
(11). 

The parameters used in simulations are: 𝑪𝑪2 = [1 1 1 0 0 0]; 𝑪𝑪1 = 𝑪𝑪2, 𝑩𝑩1 =
𝑩𝑩2; 𝑄𝑄ξ = 1;  𝑄𝑄η = 10−5;  μ = 1;  ρ = 0.15;  𝑞𝑞 = 106;  𝑅𝑅 = 0.2;  𝑸𝑸 = 𝑪𝑪1T𝑸𝑸𝑗𝑗𝑪𝑪1 =
𝒅𝒅𝒅𝒅𝒅𝒅𝒅𝒅[5 5 0 0 0 0]. 

The controller LQG corresponding to V2 was also used for the other speeds V1, V3, V4 and 
denotes a remarkable robustness (Figure 2). 

The attenuations of base frequency on the four air velocities V1, V2, V3, V4 are 5.46 dB, 
6.99 dB, 8.06 dB and 8.42 dB, respectively. 

Unfortunately, the system (𝑪𝑪2,𝑨𝑨,𝑩𝑩2,𝟎𝟎) is not of minimum phase, therefore the 
LQG/LTR procedure is not rigorous in recovering the robustness of the LQR regulator.  

However, the recommendation in the paper [25] was taken into account and the LQG/LTR 
synthesis procedure as described in Proposition 2 was continued up to a value of 𝑞𝑞 = 106. 
Surprisingly, the LQG/LTR V2 regulator thus provided is proving to be also robust, as shown 
in Figure 3. 

As expected, slightly better attenuations are obtained on the base frequency, on the four 
air velocities V1, V2, V3, V4: 5.52 dB, 7.06 dB, 8.13 dB and 8.54 dB, respectively. 

Forcing greater control by lowering R to 0.05 is not desirable, as the first two frequencies 
approach each other at V4, which increases the risk of flutter (Figure 4) [13]. However, it 
should be noted that the LQG/LTR procedure, even if it is mathematically legitimate, is not 
infallible [3]. 
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Figure 2 – LQG synthesis. Robustness of V2 reference compensator 

  

  
Figure 3 – LQG/LTR synthesis. Robustness of V2 reference compensator 
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Figure 4 – Forcing a stronger attenuation by increasing the control leads to harmful shifting of the base frequency 

Let’s remember that 𝑺𝑺(𝑠𝑠) must be small whenever output perturbations are large and 𝑻𝑻(𝑠𝑠) 
must be small whenever model errors are large. In Figure 5 the graph on the left describes the 
performance in the presence of disturbances of the nominal compensator LQG/LTR V2 
designed for a stronger attenuation (Figure 4) and the one on the right is associated with the 
same type of compensator, but slightly relaxed (Figure 3). For at least two reasons, the last 
compensator is preferable: maintaining the distance between the resonance peaks and better 
management of modelling errors. 
 

  
Figure 5 – Functions S(s) and T(s) for two LQG/LTR V2 compensators, the one on the right with relatively more 

moderate attenuations 

On the top of Figure 6, on the left, it is shown the extent to which the structure of the 
LQG/LTR compensator approached the structure of robust LQR compensator, based on 
Propositions 1 and 2. On the right, it is shown a numerical simulation from which one can 
see the strong vibration damping when the control comes into action. On the bottom of Figure 
6, one can see a slight increase in the robustness of the LQG/LTR compensator compared to 
the LQG compensator. 

Analysis of the system with 𝐻𝐻∞ and robust 𝐻𝐻∞ compensators  
Synthesis parameters of the standard 𝐻𝐻∞ compensator were chosen by trial and error 
procedure: 𝑞𝑞𝑧𝑧1 = 3; 𝑞𝑞𝑧𝑧2 = 10; 𝑞𝑞𝑧𝑧3 = 0.01; 𝑟𝑟𝑢𝑢 = 1; 𝑘𝑘ξ = 1;  μη = 0.01. In the case of robust 
𝐻𝐻∞ compensator the following parameters were chosen 𝑘𝑘ξ = 0.001, 𝑞𝑞𝑧𝑧1 = 10; 𝑞𝑞𝑧𝑧2 =
1; 𝑞𝑞𝑧𝑧3 = 0.01; 𝑟𝑟𝑢𝑢 = 0.1; μη = 0.0035. 

Representative results are summarized in Figures 7 and 8. For the standard 𝐻𝐻∞ 
compensator, the attenuations of base frequency on the four air velocities V1, V2, V3, V4 are 
6.88 dB, 8.53 dB, 9.52 dB and 9.41 dB, respectively. For the robust 𝐻𝐻∞ compensator, the 
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attenuations of base frequency on the four air velocities V1, V2, V3, V4 are 8.65 dB, 10.35 dB, 
11.38 dB and 11.48 dB respectively. In conclusion, the robust 𝐻𝐻∞ compensator developed in 
this paper proves to be the most efficient. It is worth mentioning the γ value provided by the 
𝐻𝐻∞ synthesis solving the Riccati equations for the extended system with fictitious input-output, 
‖𝑻𝑻11(𝑠𝑠)‖∞ = 12.629 < γ = 12.78 and ‖𝑻𝑻𝑧̑𝑧𝑤̑𝑤‖∞ = 12.63 < γ. The values obtained for the 
two norms attest the conditions fulfilment of Theorems 1 and 2 of stability robustness, and 
performance robustness, respectively. 

  

  
Figure 6 – Top figures: Bode comparison LQR versus LQG/LTR and LQG/LTR time histories for nominal 

compensator V2; bottom figures: stability margins LQG versus LQG/LTR for V2 compensator; an increase in the 
stability reserve of the LQG /LTR (right) compensator can be observed 

  

  
Figure 7 – Performance of standard 𝐻𝐻∞ V2 compensator  
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Figure 8 – Performance of robust 𝐻𝐻∞ V2 compensator  

The results of this work continue a long experience of the authors in the field of applied 
control [1-4, 8-10, 14, 16-18, 32-40]. Any approach is effective, provided that the synthesis 
methodology is compatible with the mathematical model. Obviously, the research cycle will 
end with the implementation and validation of the methodology on the smart wing. 
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