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Abstract: This paper focuses on the analysis of the particularities of control for multi-agent systems. 
The design method is based on an optimal control approach which requires the solution of Linear 
Quadratic Regulator problem (LQR). The characteristics of the two types of control (centralized and 
distributed) for unmanned aerial vehicles flight formations are highlighted by the case studies. The 
dynamics of an UAV (Unmanned Aerial Vehicle) is used for the longitudinal motion. The flight 
formation considered as a case study consists of four identical agents. 
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1. INTRODUCTION 
Due to the wide range of applicability for multi-agent systems, this topic has attracted the 
attention of recent research. Despite the progress made in terms of stability of a vehicle or a 
formation of autonomous air vehicles for certain missions, this topic is still a challenge. The 
performances of the control law refer to the following aspects: the stability of the flight 
formation agents, the maintenance of a certain value imposed for altitude, velocity, or position. 

Optimal control is a feature of modern methods of designing control systems. Besides 
obtaining the stability of the resulting system or accomplishing certain constraints, linear 
quadratic (LQ) methods ensure optimal control of a linear system providing excellent 
robustness stability margins [1]. 

The performance properties of the optimal control are particularly treated in [3]. Optimal 
control models in which all states are measurable offer better properties compared to 
conventional ones. 

Communication through the network has become fundamental for the interconnection of 
the independent systems. The control of flight formations involves the way of communication 
between the agents, being a very important aspect for the design approaches. There are three 
different types of control structures for multi-agent systems (centralized, decentralized and 
distributed). The paper [20] presents a comparative study of the three approaches to the 
controller design. 
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The design of the centralized controller involves the interconnection of all formation 
agents. This aspect implies difficulties in data processing due to accessing information from 
all members of the formation. The simulations presented in [20] show that the use of an optimal 
centralized controller ensures the desired performance, but it becomes inefficient as the 
number of formation agents increases. This type of control requires high performances for the 
central controller and any error influences the behavior of the entire flight formation. 

The second configuration, the decentralized controller, refers to the existence of a 
controller for each agent of the formation. Paper [21] notes that the term “decentralized” refers 
to the controller implementation and the design of the control law is done in a centralized way. 
Compared to the previous architecture that uses a single controller, the decentralized control 
introduces independent controllers without the possibility of their interconnection. This 
configuration is treated in works such as [11], [13]. The distributed control is characterized by 
the possibility that each agent being commanded individually. The exchange of information 
between the subsystems is ensured by the existence of communication channels. The 
distributed controller is based on the interconnection of the local controllers. The information 
transmission between them and the adjacent agents is possible. Having a widespread 
applicability such as satellite flight, multi-agent systems, etc., distributed control has been 
approached in various studies. Paper [10] considers a controller based on Linear Quadratic 
Regulator Proportional Integral for a flight formation of unmanned aerial vehicles. The 
proposed method ensures the leader tracking by the others agents of the formation. Paper [17] 
proposes a distributed control approach based on potential functions for multiple vehicles 
formations with undirected interconnection. In [18], a leader-follower formation in a noisy 
environment is considered. A numerical simulation is presented to show the performance of 
the distributed tracking control proposed. Two distributed control laws together with their 
effectiveness analysis through simulation example are presented in paper [19]. The issue of 
distributed control is also treated in [16] using optimal controllers. Paper [20] is based on 
satisfying certain properties of the state-space model to design distributed controllers for 
interconnected identical subsystems. 

The present paper focuses on the analysis of the particularities of control types for multi-
agent systems. The work deals with linear quadratic method in order to study the 
characteristics of centralized and distributed control and their impact on networked systems 
stability. The theoretical procedures are inspired from [2]. The features of the presented 
approach for automatic control systems are highlighted by case studies. The presented 
numerical simulations analyze both types of control for longitudinal dynamics using two 
configurations of flight formation. The paper is organized as follows. The first part introduces 
a few aspects about the types of control for flight formation. The following two sections 
include some preliminaries, the problem formulation and the optimal approach to solving the 
LQR problem. After presenting the stability properties, a case study is analyzed. The paper 
ends with some concluding remarks. 

2. CENTRALIZED LQR DESIGN FOR FLIGHT FORMATIONS 
This part focuses on centralized control which involves communication between each pair of 
agents in both directions (bidirectional communication). To describe the necessary model for 
solving the problem, the dynamics of the formation consisting of N  interconnected 
subsystems is defined. The dynamics of a single agent is described as follows: 

𝑥̇𝑥𝑖𝑖(𝑡𝑡) = 𝐴𝐴𝑥𝑥𝑖𝑖(𝑡𝑡) + 𝐵𝐵𝑢𝑢𝑖𝑖(𝑡𝑡), 𝑥𝑥𝑖𝑖(0) = 𝑥𝑥𝑖𝑖0 (1) 
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where 𝑥𝑥𝑖𝑖(𝑡𝑡) ∈ ℝ𝑛𝑛 represents the state vector and 𝑢𝑢𝑖𝑖(𝑡𝑡) ∈ ℝ𝑚𝑚 is the input vector. The matrix 
𝐴𝐴 ∈ ℝ𝑛𝑛×𝑛𝑛 is the state matrix and the matrix 𝐵𝐵 ∈ ℝ𝑛𝑛×𝑚𝑚 is the control matrix. 
The dynamics of the formation consisting of N  identical agents has the following expression: 

𝑥̇𝑥(𝑡𝑡) = 𝐴𝐴𝑓𝑓𝑥𝑥(𝑡𝑡) + 𝐵𝐵𝑓𝑓𝑢𝑢(𝑡𝑡) (2) 

where 𝐴𝐴𝑓𝑓 = 𝐼𝐼𝑁𝑁 ⊗ 𝐴𝐴, 𝐵𝐵𝑓𝑓 = 𝐼𝐼𝑁𝑁 ⊗ 𝐵𝐵 and ⊗ denotes the Kronecker product. The matrices 𝐴𝐴 and 
𝐵𝐵 correspond to the dynamics of a single agent. The state vector 𝑥𝑥(𝑡𝑡) =
[𝑥𝑥1𝑇𝑇(𝑡𝑡); 𝑥𝑥2𝑇𝑇(𝑡𝑡); . . . ; 𝑥𝑥𝑁𝑁𝑇𝑇(𝑡𝑡)]𝑇𝑇 includes the states of the entire formation and the input 
vector is defined in a similar way 𝑢𝑢(𝑡𝑡) = [𝑢𝑢1𝑇𝑇(𝑡𝑡); 𝑢𝑢2𝑇𝑇(𝑡𝑡); . . . ;𝑢𝑢𝑁𝑁𝑇𝑇(𝑡𝑡)]𝑇𝑇. 

The cost function of the LQR problem for 𝑁𝑁 agents gathers the dynamic behavior of 
systems: 

𝐽𝐽(𝑢𝑢, 𝑥𝑥0) = � ���𝑥𝑥𝑖𝑖𝑇𝑇(𝑡𝑡)𝑄𝑄𝑖𝑖𝑖𝑖𝑥𝑥𝑖𝑖(𝑡𝑡) + 𝑢𝑢𝑖𝑖𝑇𝑇(𝑡𝑡)𝑅𝑅𝑖𝑖𝑖𝑖𝑢𝑢𝑖𝑖(𝑡𝑡)�
𝑁𝑁

𝑖𝑖=1

∞

0

+ ���𝑥𝑥𝑖𝑖(𝑡𝑡) − 𝑥𝑥𝑗𝑗(𝑡𝑡)�
𝑇𝑇
𝑄𝑄𝑖𝑖𝑖𝑖 �𝑥𝑥𝑖𝑖(𝑡𝑡) − 𝑥𝑥𝑗𝑗(𝑡𝑡)�

𝑁𝑁

𝑗𝑗≠𝑖𝑖

𝑁𝑁

𝑖𝑖=1

�𝑑𝑑𝑑𝑑 

(3) 

One can directly check that the above cost function may be rewritten as: 

𝐽𝐽(𝑢𝑢(𝑡𝑡), 𝑥𝑥0) = � (𝑥𝑥𝑇𝑇(𝑡𝑡)𝑄𝑄𝑓𝑓𝑥𝑥(𝑡𝑡) + 𝑢𝑢𝑇𝑇(𝑡𝑡)𝑅𝑅𝑓𝑓𝑢𝑢(𝑡𝑡))𝑑𝑑𝑑𝑑
∞

0
 (4) 

where 

𝑄𝑄𝑓𝑓 =

⎣
⎢
⎢
⎢
⎡
𝑄𝑄𝑓𝑓11 𝑄𝑄𝑓𝑓12 ⋯ 𝑄𝑄𝑓𝑓1𝑁𝑁
𝑄𝑄𝑓𝑓21 𝑄𝑄𝑓𝑓22 ⋯ 𝑄𝑄𝑓𝑓2𝑁𝑁
⋮ ⋮ ⋱ ⋮

𝑄𝑄𝑓𝑓𝑁𝑁1 𝑄𝑄𝑓𝑓𝑁𝑁2 ⋯ 𝑄𝑄𝑓𝑓𝑁𝑁𝑁𝑁⎦
⎥
⎥
⎥
⎤

;   𝑅𝑅𝑓𝑓 = 𝐼𝐼𝑁𝑁 ⊗ 𝑅𝑅 (5) 

with 𝑄𝑄𝑓𝑓𝑖𝑖𝑖𝑖 = ∑ 𝑄𝑄𝑖𝑖𝑖𝑖𝑁𝑁
𝑘𝑘=1 , 𝑖𝑖 = 1,𝑁𝑁; 𝑄𝑄𝑖𝑖𝑖𝑖 = 𝑄𝑄𝑖𝑖𝑖𝑖𝑇𝑇 ≥ 0, ∀𝑖𝑖; 𝑄𝑄𝑓𝑓𝑖𝑖𝑖𝑖 = −𝑄𝑄𝑖𝑖𝑖𝑖, 𝑖𝑖, 𝑗𝑗 = 1,𝑁𝑁, 𝑖𝑖 ≠ 𝑗𝑗; 𝑅𝑅𝑖𝑖𝑖𝑖 =

𝑅𝑅𝑖𝑖𝑖𝑖𝑇𝑇 > 0, ∀𝑖𝑖; 𝑄𝑄𝑖𝑖𝑖𝑖 = 𝑄𝑄𝑖𝑖𝑖𝑖𝑇𝑇 = 𝑄𝑄𝑗𝑗𝑗𝑗 ≥ 0, ∀𝑖𝑖 ≠ 𝑗𝑗. 
According with the well-known linear quadratic control theory, the control law that 

minimizes the cost function (4) is given by: 

𝑢𝑢(𝑡𝑡) = −𝑅𝑅𝑓𝑓−1𝐵𝐵𝑓𝑓
𝑇𝑇𝑃𝑃𝑓𝑓𝑥𝑥(𝑡𝑡) (6) 

where 𝑃𝑃𝑓𝑓 represents the symmetric positive definite stabilizing solution of the algebraic Riccati 
equation: 

𝐴𝐴𝑓𝑓𝑇𝑇𝑃𝑃𝑓𝑓 + 𝑃𝑃𝑓𝑓𝐴𝐴𝑓𝑓 − 𝑃𝑃𝑓𝑓𝐵𝐵𝑓𝑓𝑅𝑅𝑓𝑓−1𝐵𝐵𝑓𝑓𝑇𝑇𝑃𝑃𝑓𝑓 + 𝑄𝑄𝑓𝑓 = 0 (7) 

Choosing the elements of 𝑄𝑄𝑓𝑓 in (5) as: 

𝑄𝑄𝑓𝑓𝑖𝑖𝑖𝑖 = 𝑄𝑄1,  𝑖𝑖 = 1,𝑁𝑁 

                  𝑄𝑄𝑓𝑓𝑖𝑖𝑖𝑖 = 𝑄𝑄2,  𝑖𝑖 = 1,𝑁𝑁,  𝑖𝑖 ≠ 𝑗𝑗 
(8) 

some interesting properties of the solution to the above Riccati equation are derived in [2]. 
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Indeed, let 𝑃𝑃𝑓𝑓 ∈ ℝ𝑛𝑛𝑛𝑛×𝑛𝑛𝑛𝑛 be the stabilizing solution of the equation (7) where the form of the 
individual elements is considered 𝑃𝑃𝑓𝑓𝑖𝑖𝑖𝑖 = 𝑃𝑃𝑓𝑓[(𝑖𝑖 − 1)𝑛𝑛 + 1; (𝑗𝑗 − 1)𝑛𝑛 + 1], 𝑖𝑖, 𝑗𝑗 = 1,𝑁𝑁. Then, 
the following properties are true [14]: 
 ∑ 𝑃𝑃𝑓𝑓𝑖𝑖𝑖𝑖 = 𝑃𝑃𝑁𝑁

𝑗𝑗=1 , 𝑖𝑖 = 1,𝑁𝑁, where 𝑃𝑃 ∈ ℝ𝑛𝑛×𝑛𝑛 is the symmetric positive definite 
stabilizing solution of the algebraic Riccati equation (ARE) corresponding to the 
single agent LQR (Linear Quadratic Regulator) problem: 

𝐴𝐴𝑇𝑇𝑃𝑃 + 𝑃𝑃𝑃𝑃 − 𝑃𝑃𝑃𝑃𝑅𝑅−1𝐵𝐵𝑇𝑇𝑃𝑃 + 𝑄𝑄1 = 0 (9) 

 ∑ 𝐾𝐾𝑓𝑓𝑖𝑖𝑖𝑖 = 𝐾𝐾𝑁𝑁
𝑗𝑗=1 , 𝑖𝑖 = 1,𝑁𝑁 where 𝐾𝐾 = 𝑅𝑅−1𝐵𝐵𝑇𝑇𝑃𝑃 is the gain matrix of the LQR problem 

associated with a single agent. 
 The off-diagonal elements of 𝑃𝑃𝑓𝑓 matrix denoted 𝑃𝑃𝑓𝑓𝑖𝑖𝑖𝑖 for 𝑖𝑖 ≠ 𝑗𝑗 are negative semi-

definite equal matrices 𝑃𝑃𝑓𝑓12 ≤ 0. Additionally, the matrix 𝑃𝑃𝑓𝑓12 is the negative semi-
definite solution of ARE: 

𝐴𝐴𝑐𝑐𝑐𝑐𝑇𝑇 𝑃𝑃𝑓𝑓12 + 𝑃𝑃𝑓𝑓12𝐴𝐴𝑐𝑐𝑐𝑐 + 𝑁𝑁𝑃𝑃𝑓𝑓12𝐵𝐵𝑅𝑅
−1𝐵𝐵𝑇𝑇𝑃𝑃𝑓𝑓12 − 𝑄𝑄2 = 0 (10) 

where 𝐴𝐴𝑐𝑐𝑐𝑐 = 𝐴𝐴 − 𝐵𝐵𝑅𝑅−1𝐵𝐵𝑇𝑇𝑃𝑃. The equation (10) is the Riccati equation corresponding to the 
LQR problem for the stable system (𝐴𝐴𝑐𝑐𝑐𝑐 ,𝐵𝐵). 
 The gain matrix 𝐾𝐾𝑓𝑓 for the centralized case is given by: 

𝐾𝐾𝑓𝑓 =

⎣
⎢
⎢
⎢
⎡
𝐾𝐾𝑓𝑓11 𝐾𝐾𝑓𝑓12 ⋯ 𝐾𝐾𝑓𝑓12
𝐾𝐾𝑓𝑓12 𝐾𝐾𝑓𝑓11 ⋯ 𝐾𝐾𝑓𝑓12
⋮ ⋮ ⋱ ⋮

𝐾𝐾𝑓𝑓12 𝐾𝐾𝑓𝑓12 ⋯ 𝐾𝐾𝑓𝑓11⎦
⎥
⎥
⎥
⎤
 (11) 

where the matrices 𝐾𝐾𝑓𝑓11 and 𝐾𝐾𝑓𝑓12 depend on 𝑁𝑁, 𝐴𝐴, 𝐵𝐵, 𝑄𝑄1, 𝑄𝑄2, 𝑅𝑅. 
 The solution of ARE (7) has the following structure: 

𝑃𝑃𝑓𝑓 =

⎣
⎢
⎢
⎢
⎡
𝑃𝑃𝑓𝑓11 𝑃𝑃𝑓𝑓12 ⋯ 𝑃𝑃𝑓𝑓12
𝑃𝑃𝑓𝑓12 𝑃𝑃𝑓𝑓11 ⋯ 𝑃𝑃𝑓𝑓12
⋮ ⋮ ⋱ ⋮

𝑃𝑃𝑓𝑓12 𝑃𝑃𝑓𝑓12 ⋯ 𝑃𝑃𝑓𝑓11⎦
⎥
⎥
⎥
⎤
 (12) 

where 𝑃𝑃𝑓𝑓11 = 𝑃𝑃 − (𝑁𝑁 − 1)𝑃𝑃𝑓𝑓12 (for more details, see [2]) (13) 

3. DISTRIBUTED LQR DESIGN FOR FLIGHT FORMATIONS 
Compared to the centralized case, the distributed control supposes a certain structure of 
communication. The information exchange exists between certain agents, which is possible 
due to the interconnection of the controllers. This type of control involves the existence of a 
controller for each system that can be independently commanded. For interconnected multi-
agent systems, a data communication network is established between the agents, defined as a 
graph. Some theoretical notions of graphs are detailed, for instance, in [5], [9]. Any graph is 
defined by specific matrix forms used in the analysis of the flight formation stability [12].  

The degree matrix, 𝐷𝐷(𝐺𝐺), is defined as a diagonal matrix that includes the number of 
connections for each agent.  
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The adjacency matrix, 𝐴𝐴(𝐺𝐺), indicates if the pair of agents is connected, defining the way 
of interconnections. The Laplacian matrix, 𝐿𝐿(𝐺𝐺), denotes the connection mode of the graph 
given by 𝐿𝐿(𝐺𝐺) = 𝐷𝐷(𝐺𝐺) − 𝐴𝐴(𝐺𝐺). 

𝐷𝐷(𝐺𝐺) = �deg(𝑉𝑉𝑖𝑖) , 𝑖𝑖 = 𝑗𝑗
0, 𝑖𝑖 ≠ 𝑗𝑗 ;        𝐴𝐴(𝐺𝐺) = �

𝑎𝑎𝑖𝑖𝑖𝑖 = 0,         ∀𝑖𝑖 ∈ 𝑉𝑉                                 
𝑎𝑎𝑖𝑖𝑖𝑖 = 0,    (𝑖𝑖, 𝑗𝑗) ∉ 𝐸𝐸,∀𝑖𝑖, 𝑗𝑗 ∈ 𝑉𝑉, 𝑖𝑖 ≠ 𝑗𝑗
𝑎𝑎𝑖𝑖𝑖𝑖 = 1,    (𝑖𝑖, 𝑗𝑗) ∈ 𝐸𝐸,∀𝑖𝑖, 𝑗𝑗 ∈ 𝑉𝑉, 𝑖𝑖 ≠ 𝑗𝑗

; 

𝐿𝐿(𝐺𝐺) = �
deg(𝑉𝑉𝑖𝑖) , 𝑖𝑖 = 𝑗𝑗                                  
−1, 𝑖𝑖 ≠ 𝑗𝑗, �𝑉𝑉𝑖𝑖,𝑉𝑉𝑗𝑗�  𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎
0,             𝑜𝑜𝑜𝑜ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒                                

 

The state-space formulation for the formation dynamics consisting of 𝑁𝑁 agents is defined as: 

𝑥̇𝑥𝐹𝐹(𝑡𝑡) = 𝐴𝐴𝐹𝐹𝐷𝐷𝑥𝑥𝐹𝐹(𝑡𝑡) + 𝐵𝐵𝐹𝐹𝐷𝐷𝑢𝑢𝐹𝐹(𝑡𝑡), 𝑥𝑥𝐹𝐹(0) = 𝑥𝑥𝐹𝐹0 (14) 

where the states and the inputs of all agents are concentrated in 𝑥𝑥𝐹𝐹 and 𝑢𝑢𝐹𝐹 vectors and the 
matrices 𝐴𝐴𝐹𝐹𝐷𝐷  and 𝐵𝐵𝐹𝐹𝐷𝐷  have the following expressions: 𝐴𝐴𝐹𝐹𝐷𝐷 = 𝐼𝐼𝑁𝑁 ⊗ 𝐴𝐴; 𝐵𝐵𝐹𝐹𝐷𝐷 = 𝐼𝐼𝑁𝑁 ⊗ 𝐵𝐵. 

The following problem of distributed optimal control is studied in [2]: 

min 
𝐾𝐾𝐷𝐷

 𝐽𝐽𝐷𝐷�𝑢𝑢𝐹𝐹𝐷𝐷 , 𝑥𝑥𝐹𝐹𝐷𝐷0� = � �𝑥𝑥𝐹𝐹𝐷𝐷
𝑇𝑇

∞

0
(𝑡𝑡)𝑄𝑄𝐹𝐹𝐷𝐷𝑥𝑥𝐹𝐹𝐷𝐷(𝑡𝑡) + 𝑢𝑢𝐹𝐹𝐷𝐷

𝑇𝑇 (𝑡𝑡)𝑅𝑅𝐹𝐹𝐷𝐷𝑢𝑢𝐹𝐹𝐷𝐷(𝑡𝑡)�𝑑𝑑𝑑𝑑 (15) 

where 𝑢𝑢𝐹𝐹𝐷𝐷 = 𝐾𝐾𝐷𝐷𝑥𝑥𝐹𝐹𝐷𝐷  with an imposed structure of 𝐾𝐾𝐷𝐷 given by the formation geometry. 
The paper proposes a method to determine a suboptimal distributed controller for which 

the definition of networked system is necessary. Therefore, the symmetric positive definite 
matrix 𝑀𝑀 ∈ ℝ𝑁𝑁×𝑁𝑁 is introduced, establishing several ways for defining this matrix in order to 
ensure system stability. 

It is necessary to specify the minimum size of the linear quadratic problem to be solved, 
given by 𝑁𝑁ℓ = 𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚 + 1, where 𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚 is the maximum degree of an agent. Reference [2] 
proves different conditions for matrix 𝑀𝑀. If 𝑀𝑀 has the property: 

𝜆𝜆𝑖𝑖(𝑀𝑀) >
𝑁𝑁ℓ
2

, ∀𝜆𝜆𝑖𝑖(𝑀𝑀) ∈ 𝑆𝑆(𝑀𝑀)\{0} (16) 

where 𝜆𝜆𝑖𝑖(𝑀𝑀) denotes the eigenvalues of matrix 𝑀𝑀, 𝑆𝑆(𝑀𝑀) is the spectrum of 𝑀𝑀 and 𝑁𝑁ℓ defines 
the minimum number of agents for which the problem needs to be solved. The following 
distributed feedback controller  

𝐾𝐾𝐷𝐷 = −𝐼𝐼𝑁𝑁 ⊗𝑅𝑅−1𝐵𝐵𝑇𝑇𝑃𝑃 + 𝑀𝑀⊗𝑅𝑅−1𝐵𝐵𝑇𝑇𝑃𝑃ℓ12 (17) 

guarantees asymptotic stability of the closed loop system having the state equation  

𝐴𝐴𝑐𝑐𝑐𝑐 = 𝐼𝐼𝑁𝑁 ⊗ 𝐴𝐴 + (𝐼𝐼𝑁𝑁 ⊗ 𝐵𝐵)𝐾𝐾𝐷𝐷. (18) 
In order to determine the conditions for choosing the matrix 𝑀𝑀 necessary to guarantee the 

stability of the controller, it is required to set the following condition [8]. 
Condition 1: 𝐴𝐴 − 𝑋𝑋𝑋𝑋 + 𝛼𝛼𝑁𝑁ℓ𝑋𝑋𝑃𝑃ℓ12 is a Hurwitz matrix for all 𝛼𝛼 ∈ �0, 1

2
�. Checking this 

condition for given matrices 𝑃𝑃 and 𝑃𝑃ℓ12 can be performed checking the stability of an affine 
parameter-depending model 𝑥̇𝑥 = (𝐴𝐴0 + 𝛼𝛼𝐴𝐴1)�������

𝐴𝐴(𝛼𝛼)
𝑥𝑥, where 𝐴𝐴0 = 𝐴𝐴 − 𝑋𝑋𝑋𝑋, 𝐴𝐴1 = 𝑁𝑁ℓ𝑋𝑋𝑃𝑃ℓ12, 0 ≤

𝛼𝛼 ≤ 1
2
. This test may be formulated as a LMI (Linear Matrix Inequality) problem. 
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If 𝑀𝑀 has the property: 

𝜆𝜆𝑖𝑖(𝑀𝑀) ≥ 0, ∀𝜆𝜆𝑖𝑖(𝑀𝑀) ∈ 𝑆𝑆(𝑀𝑀) (19) 

the distributed controller is defined as in (17) and the closed-loop system is asymptotically 
stable. Considering that the interconnection of 𝑁𝑁 agents is defined by means of a graph 𝐺𝐺 with 
the associated Laplacian matrix whose eigenvalues are 0 = 𝜆𝜆1(𝐺𝐺) < 𝜆𝜆2(𝐺𝐺). . .≤ 𝜆𝜆𝑁𝑁(𝐺𝐺) and 
the maximum vertex degree  𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚, different structures of the matrix 𝑀𝑀 depending on the flight 
formation configuration can be chosen [2]. These features will be shown in the case study. 

• If 𝑀𝑀 = 𝑎𝑎𝑎𝑎(𝐺𝐺) with 𝑎𝑎 > 𝑁𝑁ℓ
2𝜆𝜆2(𝐺𝐺)

, the closed-loop system is asymptotically stable when 
the controller has the expression (17). In addition, if Condition 1 is satisfied, the 
closed-loop system is asymptotically stable for 𝑎𝑎 ≥ 0. 

• Let 𝑀𝑀 = 𝑎𝑎𝐼𝐼𝑁𝑁 − 𝑏𝑏𝑏𝑏(𝐺𝐺), 𝑏𝑏 ≥ 0. To achieve asymptotic stability of closed-loop system, 
the choice of parameters 𝑎𝑎 and 𝑏𝑏 satisfies 𝑎𝑎 − 𝑏𝑏𝑑𝑑max > 𝑁𝑁ℓ

2
. In addition, the constraint 

for both parameters reduces to 𝑎𝑎 − 𝑏𝑏𝑑𝑑max ≥ 0 when Condition 1 holds. 
• Let 𝑀𝑀 = 𝑎𝑎𝐼𝐼𝑁𝑁 − 𝐴𝐴𝑤𝑤(𝐺𝐺) with 𝐴𝐴𝑤𝑤(𝐺𝐺) - weighted adjacency matrix given by       

𝐴𝐴𝑤𝑤(𝐺𝐺) = �
𝐴𝐴𝑖𝑖,𝑗𝑗𝑤𝑤 = 0, 𝑖𝑖 = 𝑗𝑗, (𝑖𝑖, 𝑗𝑗) ∉ 𝒜𝒜                                 
𝐴𝐴𝑖𝑖,𝑗𝑗𝑤𝑤 = 𝑤𝑤𝑖𝑖,𝑗𝑗,(𝑖𝑖, 𝑗𝑗) ∈ 𝒜𝒜,∀𝑖𝑖, 𝑗𝑗 = 1, . . . ,𝑁𝑁, 𝑖𝑖 ≠ 𝑗𝑗,𝑤𝑤max = max

𝑖𝑖
�∑ 𝑤𝑤𝑖𝑖𝑖𝑖𝑗𝑗 � . 

With 𝐾𝐾𝐷𝐷 defined by expression (17), the closed-loop system is asymptotically stable 
if 𝑎𝑎 > 𝑤𝑤max −

𝑁𝑁ℓ
2

. If Condition 1 holds, the stability constraint becomes 𝑎𝑎 ≥ 𝑤𝑤max. 

4. CASE STUDY 
After the development of the equations of motion, the linear system of equations that defines 
the motion of the air vehicles is obtained. In order to study the evolutions of the formation 
agents, the decoupled dynamics of the system is needed. Thus, the performances of the multi-
agent system for the longitudinal dynamics are analyzed. 

In the case study, the state space system is used for the longitudinal motion of air vehicles. 
The longitudinal dynamics is described by the decoupled equations for 𝑥𝑥 =
[𝑢𝑢 𝑤𝑤 𝑞𝑞 𝜃𝜃 ℎ]𝑇𝑇 whose expression is given by: [𝑢̇𝑢 𝑤̇𝑤 𝑞̇𝑞 𝜃̇𝜃 ℎ̇]𝑇𝑇 =
𝐴𝐴𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙[𝑢𝑢 𝑤𝑤 𝑞𝑞 𝜃𝜃 ℎ]𝑇𝑇 + 𝐵𝐵𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙[𝛿𝛿𝑒𝑒 𝛿𝛿𝑇𝑇]𝑇𝑇. 

4.1 Centralized control 

A flight formation control approach is to design a centralized controller when all the vehicles 
are interconnected. The complete mathematical model of an air vehicle is detailed in [4], [6], 
[7] and, in the following case study, the numerical values of the UAV linearized model are the 
ones given in [15]. The analyzed flight formation consists of four identical agents where the 
control vector is 𝑢𝑢 = [𝛿𝛿𝑒𝑒 𝛿𝛿𝑇𝑇]𝑇𝑇 and the state vector is 𝑥𝑥 = [𝑢𝑢 𝑤𝑤 𝑞𝑞 𝜃𝜃 ℎ]𝑇𝑇. 

The flight formation dynamics has the state-space formulation 𝑥̇𝑥𝐹𝐹 = 𝐴𝐴𝐹𝐹𝑥𝑥𝐹𝐹 + 𝐵𝐵𝐹𝐹𝑢𝑢𝐹𝐹, with 
𝐴𝐴𝐹𝐹 = 𝐼𝐼4 ⊗ 𝐴𝐴, 𝐵𝐵𝐹𝐹 = 𝐼𝐼4 ⊗ 𝐵𝐵. The weighting matrices are defined as in (5). Solving the linear 
quadratic problem involves minimizing the cost function (4) which supposes determining the 
stabilizing solution of ARE (7). Taking into account the expression of centralized controller 
(11), the matrices satisfy the specified properties and 𝑃𝑃𝑓𝑓11 = 𝑃𝑃 − (𝑁𝑁 − 1)𝑃𝑃𝑓𝑓12. In the case 
study, each vehicle is considered to have different initial conditions (different values for 𝑢𝑢 and 
ℎ). It is desired for the formation to reach a certain altitude 𝐻𝐻 = 30m and a specific velocity 
𝑢𝑢 = 15 m/s. After determining the solution of ARE 𝑃𝑃𝑓𝑓 and the gain matrix 𝐾𝐾𝑓𝑓, the time 
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responses for the closed-loop system are obtained using MATLAB. Analyzing the eigenvalues 
of matrix 𝐴𝐴𝑐𝑐𝑐𝑐𝑓𝑓 corresponding to the closed-loop system for the formation, Re( 𝜆𝜆) < 0, 
achieving the system stability. 

    
  Fig. 1 Time response of velocity – centralized control       Fig. 2 Time response of altitude – centralized control 

The simulations presented in Fig. 1 and Fig. 2 illustrate the responses of the controlled 
system using the linear quadratic method considering different initial conditions for each 
agent. From Fig. 1 and Fig. 2, one can see that the formation members reach the desired altitude 
and velocity, corresponding to the trimming conditions, when they start from different initial 
conditions. 

4.2 Distributed control 
The challenge regarding the control of networked control system appears in case of limited 
transmission information. This situation cannot be ensured by the existence of a centralized 
controller. The capacity of an air vehicle to receive or transmit information regarding the 
behavior of a limited number of agents introduces new features in the problem of designing 
the control law. This part considers two configurations of a formation consisting of four agents. 

  
Fig. 3 Flight formation - Configuration I    Fig. 4 Flight formation – Configuration II 

4.2.1 Configuration I 

For the analysis of the longitudinal dynamics in case of distributed control, a flight formation 
consisting of four air vehicles with the configuration in Fig. 3 is considered. The 
interconnection of the agents is defined by the corresponding adjacency matrix 

𝐴𝐴(𝐺𝐺) = �

0 1 0 1
1 0 1 0
0 1 0 1
1 0 1 0

� (20) 
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To solve the linear quadratic problem, it is necessary to solve ARE associated with 
centralized problem for 𝑁𝑁ℓ = 3 agents. The weighting matrices are defined in a same way as 
in centralized control. Furthermore, the solution of the LQR problem corresponding to a single 
agent 𝑃𝑃 is determined. Compared to centralized control, the distributed gain matrix depends 
on the way of agent’s interconnection given by matrix 𝑀𝑀. Thus, the definition of 𝑀𝑀 and 
choosing the necessary parameters is important. In this case, 𝑀𝑀 is defined 𝑀𝑀 = 𝑎𝑎𝐼𝐼𝑁𝑁 − 𝑏𝑏𝑏𝑏(𝐺𝐺) 
where 𝑎𝑎 = 2 and 𝑏𝑏 = 1, satisfying 𝑎𝑎 − 𝑏𝑏𝑑𝑑𝑚𝑚𝑚𝑚𝑚𝑚 ≥ 0 condition. After obtaining the distributed 
controller and checking the corresponding properties, the expression of 𝐾𝐾𝐷𝐷 is: 

𝐾𝐾𝐷𝐷 = �

𝐾𝐾1 𝐾𝐾2 0 𝐾𝐾2
𝐾𝐾2 𝐾𝐾1 𝐾𝐾2 0
0 𝐾𝐾2 𝐾𝐾1 𝐾𝐾2
𝐾𝐾2 0 𝐾𝐾2 𝐾𝐾1

� (21) 

Regarding the configuration in Fig. 3, it can be seen that there is connection between the 
pair of agents (1,2) and (1,4). There is no communication between agent 1 and agent 3. Thus, 
the null term corresponding to the connection between agent 1 and agent 3 is explained. The 
structure of 𝐾𝐾𝐷𝐷 stands for all positions where interconnection between agents is not possible. 

To study the stability of closed-loop system, the eigenvalues of matrix 𝐴𝐴𝐹𝐹𝐷𝐷𝑐𝑐𝑐𝑐 are 
determined. Re( λ) < 0 for all eigenvalues, so the obtained distributed controller ensures the 
formation stability. The numerical simulations illustrate the time responses of the four agents 
for the considered formation. As in the previous type of control, different initial conditions are 
considered for each agent. The performances of distributed control are to achieve the desired 
altitude 𝐻𝐻 = 30 𝑚𝑚 and velocity 𝑢𝑢 = 15𝑚𝑚/𝑠𝑠 and to maintain these constraints during flight. 

 
Fig. 5 Time response of velocity-distributed control-

config. I 
Fig. 6 Time response of altitude-distributed control-

config. I 

Fig. 5 and Fig. 6 demonstrate the desired performances for all air vehicles in the flight 
formation. 

Although the interconnection between certain pairs of agents is limited, the way of 
communication does not influence the desired objectives of the formation. 

4.2.2 Configuration II 

This part uses a new configuration consisting of an equal number of agents. Their architecture 
and way of communication are different from the previous case. The analyzed configuration 
is illustrated in Fig. 4 and the expression (22) defines the interconnection of the agents. For 
numerical simulations, the same longitudinal dynamics is used. 
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𝐿𝐿(𝐺𝐺) = �

1 −1 0 0
−1 2 −1 0
0 −1 2 −1
0 0 −1 1

� (22) 

The weighting matrices necessary to minimize the cost function (15) have a similar form 
as in the previous configuration. The determination of controller (17) assumes solving the two 
ARE, but the expression of matrix 𝑀𝑀 is different for this case. 𝑀𝑀 is described by 𝑀𝑀 = 𝑎𝑎𝑎𝑎(𝐺𝐺) 
with 𝑎𝑎 = 1.5, satisfying the stability condition 𝑎𝑎 ≥ 0. 

After obtaining the gain matrix, the structure of the controller is analyzed where 𝐾𝐾𝐷𝐷13 =
𝐾𝐾𝐷𝐷14 = 0, 𝐾𝐾𝐷𝐷31 = 𝐾𝐾𝐷𝐷24 = 0 and 𝐾𝐾𝐷𝐷41 = 𝐾𝐾𝐷𝐷42 = 0. Fig. 4 specifies that the only connection for 
agent 1 is agent 2 and communication between the pairs of agents (1,3) and (1,4) is not 
possible. Thus, the terms corresponding in the controller form are null. This property is proven 
for each agent of the formation. 

For stability analysis, the closed-loop system defined by 𝐴𝐴𝐹𝐹𝐷𝐷𝑐𝑐𝑐𝑐 is constructed. After 
obtaining the eigenvalues of 𝐴𝐴𝐹𝐹𝐷𝐷𝑐𝑐𝑐𝑐, it can be seen that 𝑅𝑅𝑅𝑅( 𝜆𝜆) < 0, which demonstrates the 
closed-loop system stability. 

In order to study the time responses of the four air vehicles, the same initial conditions as 
in the previous analysis are set. 

Fig. 7 proves that all agents maintain the desired velocity value during the simulation and 
the time response of altitude (Fig. 8) shows the formation behavior for which a desired altitude 
is required. 

    
Fig. 7 Time response of velocity-distributed control-

config. II 
Fig. 8 Time response of altitude-distributed control-

config. II 

5. CONCLUDING REMARKS 
As a case study of the paper, the longitudinal dynamics of an UAV is used and the analyzed 
formation consists of four identical agents. To study the design characteristics of the two types 
of controller (centralized and distributed), different multi-agent system configurations are 
used. The impossibility of interconnection between certain agents introduces a new problem, 
namely, whether the control system design guarantees the system stability. In the case of 
centralized control, the bidirectional communication for all agents reduces the complexity of 
this issue. Therefore, it is necessary to meet the different stability conditions in order to define 
the appropriate agent interconnection matrix. 
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The results offered by the distributed controller ensure the system stability, being an 
efficient solution in solving the problems introduced by the communication restrictions. This 
aspect is highlighted by the null terms in the gain matrix associated with the impossibility of 
interconnection between certain agents. 
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